
grin cytoplasmic domain and forms one of the

links to actin. Talin binding is also crucial in

the conversion of low-affinity to high-affinity

integrins (14) and in the recruitment of vin-

culin to sites of adhesion (2). Interestingly, the

talin rod domain contains multiple vinculin

binding sites, but in the intact molecule, most

of these sites are buried among bundles of α

helices. Indeed, these structural data led to the

prediction that unfolding of the talin rod

domain under force might expose these cryp-

tic sites to recruit vinculin (15). Because vin-

culin can also connect to actin, it would rein-

force the link between the integrin and the

cytoskeleton. Using single-molecule tech-

niques, del Rio et al. show that application of

force at the piconewton level results in unfold-

ing of the talin rod domain and binding of vin-

culin, thus confirming this key prediction.

The advances made by Friedland et al. and

del Rio et al. will facilitate answering a num-

ber of long-standing questions about integrin-

mediated mechanotransduction. What is the

precise nature of the force-activated confor-

mation of the integrin and how does this

conformation promote FAK activation? It’s

also not yet clear how recruitment of vinculin

to talin mediates downstream signaling, or

whether there are other intracellular compo-

nents recruited to newly exposed binding

sites in talin that mediate these functions.

Finally, does altered integrin binding to

fibronectin directly affect fibronectin

matrix assembly, or does this occur through

the previously described unfolding of

fibronectin domains under force and subse-

quent self-association (6)? Growing evi-

dence suggests that the entire adhesion

apparatus functions as a force-transducing

and -sensing machine. These two studies

bring us several steps closer to understand-

ing its detailed dynamics.
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H
ydrogenation is a process in which an

added hydrogen atom bonds to

another atom by sharing its only elec-

tron with this atom. Organic chemists use

hydrogenation to convert unsaturated into sat-

urated fats and to transfer alkenes into alkanes

(1). On page 610 of this issue, Elias et al. (2)

show that a similar process can also be realized

in condensed matter physics. Incorporating

hydrogen into graphene—a single layer of car-

bon atoms arranged in a hexagonal crystal lat-

tice and the thinnest material conducting elec-

tricity—transforms it into graphane, a new

material whose physical properties are very

different from those of graphene.

A graphene layer can be separated from a

crystal of graphite by a peeling process while

preserving its crystal structure and excellent

electrical conduction (3). Furthermore, its

electrical conduction can be tuned—similar to

that of a field-effect transistor—by putting it on

a substrate and varying the density of mobile

particles (electrons and holes) by applying a

voltage between the layer and substrate. The

unique physical and electrical properties of

graphene allow not only the experimental test-

ing of fundamental principles of quantum

physics but also the fabrication of new devices

for future carbon-based nanoelectronics (4).

Unlike in conventional semiconductors,

the conducting electrons and holes in

graphene are massless and behave like pho-

tons. In addition, there is no gap between the

two energy bands in which the electrons and

holes are located. Therefore, the electrical

conductance of graphene is nonzero, even

when the voltage between the layer and sub-

strate is tuned so that there are no free charged

particles in the graphene layer (4). Some

device applications, however, require a gap

between the two bands. One way to create

such a gap is to cut a narrow ribbon from the

graphene sheet with a width of less than 100

nanometers, thereby confining the electrons

and holes to a “quantum box” and splitting the

energies of the two bands (5, 6). Such cutting

Synthesis of a new material by the

hydrogenation of graphene offers the

opportunity for wider device applications.Transforming Graphene
Alex Savchenko
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Hydrogen atoms

Carbon atoms

Graphene layer

A

B

Graphene hydrogenation. (A) A graphene layer, where delocalized electrons are free to move between car-
bon atoms, is exposed to a beam of hydrogen atoms. (B) In nonconductive graphane, the hydrogen atoms
bond their electrons with electrons of carbon atoms and pull the atoms out of the plane. 
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can modify further the properties of graphene,

because the dangling electron bonds at the rib-

bon edges are chemically active and can cap-

ture elements from the environment (7).

The surface of graphene is thought to be

relatively inert. The electrons that are not part

of the bonds between carbon atoms in the

plane are shared between all atoms. It is these

mobile electrons that are responsible for elec-

trical conduction. In a recent theoretical study,

Sofo et al. predicted that hydrogenation of the

graphene surface should create a stable mate-

rial, graphane, with a large energy band (8). In

hydrogenated graphene, alternating carbon

atoms are pulled out of the plane in opposite

directions by the attached hydrogen atoms

(see the figure, panel B). This atomic arrange-

ment resembles that in diamond, a noncon-

ductive form of carbon with a large energy

gap. In hydrogenated graphene, though, the

size of the gap can be controlled by varying

the amount of hydrogen on its surface (9).

Elias et al. present the first experimental

demonstration that graphane can be synthe-

sized, showing that the surface of graphene is

chemically active and that the energy gap can

be produced without cutting graphene into a

ribbon. The authors also show that the chemi-

cal modification of graphene is reversible; the

original properties of graphene can be largely

restored by annealing the hydrogenated sam-

ples at high temperatures. 

Adding atomic hydrogen to graphene is not

a simple task: Hydrogenation first requires

breaking apart the diatomic molecules of

hydrogen gas; this is why hydrogenation in

chemistry is usually performed with a hot cata-

lyst. Instead, Elias et al. exposed the graphene

samples to a hydrogen plasma discharge, in

which the hydrogen gas is dissociated into

hydrogen ions (see the figure,  panel A). The

sample has to be placed some distance from the

plasma discharge to avoid mechanical damage

of graphene by energetic ions. 

The emergence of the energy gap manifests

itself in the electrical conductance, which

becomes strongly temperature dependent. It

shows an exponential dependence correspon-

ding to so-called electron “hopping.” Such

dependence has been seen in thin electron lay-

ers confined within semiconductors with an

energy gap, such as silicon (10) and gallium

arsenide (11). Although in pristine graphene,

electrons are free to move across the crystal, the

presence of the gap after hydrogenation forces

them to “hop” from one site to another, and this

conduction mechanism is much more efficient

at higher temperatures. 

Another direct confirmation of the modifi-

cation due to hydrogenation is provided by the

diffraction image of the new crystal lattice in

transmission electron microscopy, where a

noticeable decrease of the separation between

the carbon atoms caused by the pulling effect of

hydrogen atoms is seen. Raman spectroscopy,

which is sensitive to the vibrations of the atoms

in the crystal lattice (phonons), also shows the

evolution of the lattice during hydrogenation. 

The demonstration of reversible hydro-

genation of graphene is an important step in

expanding the device applications for this

exciting material. There will be a search for

optimal ways of graphene hydrogenation,

including chemical methods: Recently there

has been a study of graphene hydrogenation

using dissociation of a hydrogen-rich material

deposited on graphene (12). Future research

should aim at using graphene for hydrogen

storage in hydrogen-fuel technologies,

because graphane has a very high hydrogen

density (8). This extremely thin material with

an energy gap is also likely to find use in nano-

electronics. But research will probably not be

limited to adding only hydrogen to graphene.

Elias et al. show that the graphene surface can

be used as a base for creating new materials,

and it will be interesting to study the effects of

incorporating other elements into its structure.
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H
igh-temperature cuprate supercon-

ductors were discovered in 1986, yet

many properties of these materials

remain unexplained. When confronted with a

new material with complicated behavior,

physicists often map out its “phase diagram”;

they plot the different phases assumed by the

material (solid, liquid, gas, magnet, metal,

insulator, and many more complicated ver-

sions of these) as a function of thermody-

namic parameters (including temperature,

pressure, magnetic field, and number of

charge carriers).  In the phase diagram of the

cuprates, the superconducting phase is not

the only one that is lacking a clear theoretical

basis. Several “normal” insulating and metal-

lic phases form at higher temperatures or in

high magnetic fields that are also puzzling.

The unusual way in which the electrical resis-

tivity changes with temperature in these “nor-

mal” phases could provide clues to the mech-

anism of electron pairing in the supercon-

ducting phase.

On page 603 of this issue, Cooper et al. (1)

use high magnetic fields to suppress the super-

conducting state in a cuprate, La
2-x

Sr
x
CuO

4
,

which extends the study of the resistivity of its

metallic phase to lower temperatures. The

Cooper et al. data fail to support the standard

working model phase diagram for the cuprates:

that a quantum phase transition  between the

insulating and metallic phases occurs at a sin-

gle point (2, 3). Instead, the results add to the list

of strange cuprate behaviors.

The only well-understood phase of the

cuprates, an antiferromagnet, has no transition

to the superconducting phase (see the figure,

panel A).  As strontium doping adds holes to

the system, the static magnetism of the antifer-

romagnet gives way to magnetic fluctuations.

There is a broad consensus that these magnetic

fluctuations provide the pairing mechanism

required for superconductivity in the cuprates.

The development of a detailed theory of high-

temperature superconductivity might benefit

from understanding how magnetic fluctua-

tions manifest themselves in the nearby nor-

mal phases. In particular, electrical resistivity

provides insights into how electrons scatter in

the material, and different scattering mecha-

A metallic phase of a high-temperature superconductor reveals unexpected properties in the

zero-temperature limit. 
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